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#### Abstract

Fraigniaud et al. (2006) introduced a new measure of difficulty for a distributed task in a network. The smallest number of bits of advice of a distributed problem is the smallest number of bits of information that has to be available to nodes in order to accomplish the task efficiently. Our paper deals with the number of bits of advice required to perform efficiently the graph searching problem in a distributed setting. In this variant of the problem, all searchers are initially placed at a particular node of the network. The aim of the team of searchers is to capture an invisible and arbitrarily fast fugitive in a monotone connected way, i.e., the cleared part of the graph is permanently connected, and never decreases while the search strategy is executed. We show that the minimum number of bits of advice permitting the monotone connected clearing of a network in a distributed setting is $O(n \log n)$, where $n$ is the number of nodes of the network, and this bound is tight. More precisely, we first provide a labelling of the vertices of any graph $G$, using a total of $O(n \log n)$ bits, and a protocol using this labelling that enables clearing $G$ in a monotone connected distributed way. Then, we show that this number of bits of advice is almost optimal: no protocol using an oracle providing $o(n \log n)$ bits of advice permits the monotone connected clearing of a network using the smallest number of searchers.
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## 1 Introduction

The search problem has been widely used in the design of distributed protocols for clearing graphs in a decentralized manner $[1,6,10,11]$. In the search problem, the graph is regarded as a "contaminated" network that a team of searchers is aiming at clearing. Initially, the whole graph is contaminated. The searchers stand at some vertices of the graph and they are allowed to move along edges. An edge is cleared when it is traversed by a searcher. A clear edge $e$ is preserved from recontamination if, for any path between $e$ and a contaminated edge, a searcher is occupying a vertex of this path. The search problem deals with a sequence of moves of searchers, that satisfies: (1) initially all searchers stand at a particular vertex of the graph, the homebase, and (2) a searcher is allowed to move along an edge if it does not imply any recontamination. Such a sequence

[^0]of moves, or steps, is called a search strategy. Given a connected graph $G$ and a vertex $v_{0} \in V(G)$, the search problem consists in computing, in a distributed setting, a search strategy of $G$, with $v_{0}$ as the homebase, and using the fewest searchers as possible that results in all edges being simultaneously clear. The strategy is computed online by the searchers themselves. Note that, during the execution of a search strategy, the contaminated part of the graph never grows. The strategy is said monotone [5,15]. Moreover, the cleared part of the graph remains connected at any step. The strategy is said connected $[1,2]$.

The main difference between the existing distributed protocols for clearing a graph is the amount of knowledge about the topology of the graph that searchers have a priori. In $[1,10,11]$, the searchers know in advance the topology of the network in which they are launched, and clear the network in a polynomial time. Conversely, the protocol provided in [6] enables to clear any network without having any a priori information about its topology. However, the clearing of the network is connected but not monotone and it is performed in an exponential time. Thus, not surprisingly, it appears that there is a tradeoff between the amount of knowledge provided to the searchers and the performance of the search strategy.

In [12], Fraigniaud et al. propose a new framework for measuring the difficulty of a distributed task: the number of bits of advice. Given a distributed task, the minimum number of bits of advice for this problem represents the minimum total number of bits of information that has to be given to nodes or mobile agents to efficiently perform the task. This approach is quantitative, i.e. it considers the amount of knowledge without regarding what kind of knowledge is supplied. This paper addresses the problem of the minimum number of bits of advice permitting to solve the search problem.

### 1.1 Our model

The searchers are modeled by synchronous autonomous mobile computing entities with distinct IDs. Otherwise searchers are all identical, run the same program and use at most $O(\log n)$ bits of memory, where $n$ is the number of nodes of the network. A network is modeled by a synchronous undirected connected graph. A priori, the network is anonymous, that is, the nodes are not labelled. The $\operatorname{deg}(u)$ edges incident to any node $u$ are labelled from 1 to $\operatorname{deg}(u)$, so that the searchers can distinguish the different edges incident to a node. These labels are called port numbers. Every node of the network has a zone of local memory, whiteboard, of size $O(\log n)$ bits in which searchers can read, erase, and write symbols. It is moreover assumed that searchers can access these whiteboards in fair mutual exclusion. An instance of the problem consists of a couple $\left(G, v_{0}\right)$, where $G=(V, E)$ is a graph and $v_{0} \in V$ is the homebase. An oracle $[12,13]$ is a function $\mathcal{O}$ that maps any instance $\left(G, v_{0}\right)$ to a function $f: V \rightarrow\{0,1\}^{*}$ assigning a binary string, called advice, to any node of the network. The size of the advice, i.e. the number of bits of advice, on a given instance, is the sum of the lengths of all the strings assigned to the nodes. Intuitively, the oracle provides additional knowledge to the nodes of the network.

The search problem consists in designing an oracle $\mathcal{O}$ and a protocol $\mathcal{P}$ using $\mathcal{O}$, with the following characteristics. For any instance $\left(G=(V, E), v_{0}\right)$, any vertex $v \in V$ is provided with the string $f(v), f=\mathcal{O}\left(G, v_{0}\right)$. Protocol $\mathcal{P}$ must enable the optimal number of searchers to clear $G$ starting from $v_{0}$. Moreover, the search strategy performed by searchers is computed locally. That is, the decision of the searcher at a vertex $v$ (moving via some specific port number, switching its state, writing on the whiteboard) only depends on (1) the current state of the searcher, (2) the label $f(v)$ of the current vertex (3) the content of the current node's whiteboard (plus possibly the incoming port number if the searcher just entered the node). In particular, the searchers do not know in advance in which graph they are launched. The only information about the graph is the bit strings available locally at each node.

### 1.2 Our results

We show that the minimum number of bits of advice permitting the clearing of any $n$-node graph, in a distributed setting, is $O(n \log n)$, and this bound is tight. More precisely, on one hand, we define an oracle $\mathcal{O}$ and a distributed protocol Cleaner that allow to solve the search problem for any connected $n$ node graph $G$ starting from any vertex $v_{0} \in V(G)$. Moreover, the clearing of $G$ is performed in time $O\left(n^{3}\right)$. The searchers are modeled by automata with $O(\log n)$ bits of memory. The nodes' whiteboards have size $O(\log n)$. Actually, our protocol ensures that the whiteboard will only be used in order to allow two searchers present at the same node to exchange their states and IDs. Finally, the number of bits of advice provided by $\mathcal{O}$ is $O(n \log n)$ for any $n$-node graph. On the other hand, we show that this number of bits of advice is almost optimal: no protocol using an oracle providing $o(n \log n)$ bits of advice permits to solve the search problem.

### 1.3 Related work

In many areas of distributed computing, the quality of algorithmic solutions for a given network problem often depends on the amount of knowledge given to the nodes of the network (see [9] for a survey). The comparison of two algorithms with knowledge appears however to be not obvious when they are provided with qualitatively different informations: upper bound on the size of the network [3], the entire topology of the network [8], etc. In [12], Fraigniaud et al. introduce the notion of bits of advice as a way to quantitatively measure the difficulty of a distributed task. As an example, Fraigniaud et al. [12] study the amount of knowledge that must be distributed on the vertices of the graph in order to perform broadcast and wake-up efficiently (i.e., using a minimum number of messages). They prove that the minimum number of bits of advice permitting to perform wake-up (resp., broadcast) with a linear number of messages is $\Theta(n \log n)$ (resp., $O(n)$ ) bits. This quantitatively differentiate the difficulty
of broadcast and wake-up. Fraigniaud et al. [13] also study the minimum number of bits of advice that allows to efficiently explore a tree, i.e., with a better competitive ratio than a Depth First Search.

Introduced by Parson [17], graph searching looks for the smallest number of searchers required to clear a graph. However, in graph searching, the strategies are not constrained to be connected nor monotone (see [4] for a survey). The search number of the graph $G$, denoted $\mathbf{s}(G)$, is the minimum $k$ such that there is a search strategy for $G$ (not necessarily monotone nor connected) using at most $k$ searchers that results in all edges being simultaneously clear. The graph searching problem has been extensively studied for its practical applications and for the close relationship between its several variants (edge-search, node-search, mixedsearch [4]) and standard graph parameters like treewidth [18] and pathwidth [4]. The problem of finding the search number of a graph has been proved to be NPhard [16]. According to the important Lapaugh's result [5, 15], "recontamination does not help". That is, for any graph $G$, there is a monotone search strategy for $G$ using at most $\mathbf{s}(G)$ searchers. Monotonicity plays a crucial role in graph searching, since a monotone search strategy ensures a clearing of the graph in a polynomial number of steps. It implies that the graph searching problem is in NP. This result is not valid anymore, as soon as the search strategy is constrained to be connected [19]. Several practical applications (decontamination of polluted pipes [17], speleological rescue [7], network security...) require the search strategy to be connected to ensure safe communications between searchers. Barrière et al. [2] prove that, clearing a tree $T$ in a connected way requires at most $2 \mathbf{s}(T)-2$ searchers and that this bound is tight. The better bound known in the case of an arbitrary $n$-node graph $G$ is $\mathbf{s}(G)(\log n+1)$ [14].

Several protocols for clearing a network in distributed setting have been proposed in the literature. It has been proved that any distributed protocol clearing an asynchronous network in a monotone connected way requires at most one searcher more than in the synchronous case [11]. Moreover, this result remains valid even if the topology of the network is known in advance. In [6], Blin et al. proposed a distributed protocol that enables the optimal number of searchers to clear any network $G$ in a fully decentralized manner. The strategy is computed online by the searchers themselves. The distributed computation must not require knowing the topology of the network in advance. Roughly speaking, their protocol ensures that searchers try every possible connected monotone partial search strategy. Thus, whilst the search strategy eventually computed by the searchers is monotone, failing search strategies investigated before lead to withdrawals, and therefore to recontamination. Flocchini et al. proposed protocols that address the graph searching problem in specific topologies (trees [1], hypercubes [11], tori and chordal rings [10], etc.). For each of these classes of graphs, the authors propose a protocol using the optimal number of searchers for clearing $G$ in a monotone connected way with $O(\log n)$ bits of memory and whiteboards of $O(\log n)$ bits, that clears the graph in a polynomial time. Note that, encoding the entire topology requires $\Omega\left(n^{2}\right)$ bits.

## 2 Distributed search strategy using little information

This section is devoted to prove the following theorem.
Theorem 1. The search problem can be solved using $O(n \log n)$ bits of advice.
To prove it, we describe an oracle $\mathcal{O}$ which provides an advice of size $O(n \log n)$, and a distributed protocol Cleaner that solve the search problem in a synchronous decentralized manner. Protocol Cleaner is divided in $n$ phases, each one being divided in two stages of $O\left(n^{2}\right)$ rounds. Thus, the clearing of $G$ is performed in a time $O\left(n^{3}\right)$.

### 2.1 The Oracle

In this section, we describe the oracle $\mathcal{O}$. For any instance $\left(G=(V, E), v_{0}\right)$ of the search problem, we consider a strategy $S$ that is solution of the problem. The function $f=\mathcal{O}\left(G, v_{0}\right)$ is defined from $S$. Roughly speaking, the bits of advice supplied by $\mathcal{O}$ enable searchers using protocol Cleaner, to clear the vertex-set in the same order as $S$. Moreover, they allow the searchers to circulate in the cleared part of the graph avoiding recontamination. Let us define some notations.

Let $n=|V|$ and $m=|E|$. The strategy $S$ can be defined by the order in which $S$ clears the edges. Let $\left(e_{1}, \cdots, e_{m}\right)$ be this order. An edge $e_{i}$ is smaller than an edge $e_{j}$, denoted by $e_{i} \preceq e_{j}$, if $i \leq j$. $S$ also induces an order on the vertices of $G$. For any $v, w \in V$, we say that $v$ is smaller than $w$, denoted $v \preceq w$, if the first cleared edge incident to $v$ is smaller than the first cleared edge incident to $w$. Let $\left(v_{0}, \cdots, v_{n-1}\right)$ be this order, i.e., $v_{i} \preceq v_{j}$ if and only if $i \leq j$.

For any $0 \leq i \leq n-1$, let $f_{i} \in E$ be the first cleared edge incident to $v_{i}$. By definition, $f_{0}=f_{1} \prec f_{2} \cdots \prec f_{n-1}$. For any $1 \leq i \leq n-1$, the parent of $v_{i}$, denoted by parent $\left(v_{i}\right)$, is defined as the neighbour $v$ of $v_{i}$ such that, $\left\{v, v_{i}\right\}=f_{i}$. Note that parent $\left(v_{i}\right) \prec v_{i}$, and for any neighbour $w$ of $v_{i}, f_{i}=\left\{\operatorname{parent}\left(v_{i}\right), v_{i}\right\} \preceq$ $\left\{w, v_{i}\right\}$. Intuitively, for any $1 \leq i \leq n-1, f_{i}=\left\{\operatorname{parent}\left(v_{i}\right), v_{i}\right\}$ is the edge by which a searcher has arrived to clear $v_{i}$. Conversely, the children of $v \in V$ are the vertices $w$ such that $v=\operatorname{parent}(w)$. For any $0 \leq i \leq n-1$, let $T_{i}$ be the subgraph of $G$ whose vertex-set is $\left\{v_{0}, \cdots, v_{i}\right\}$, and the edge-set is $\left\{f_{1}, \cdots, f_{i}\right\}$. For any $0 \leq i \leq n-1, T_{i}$ is a spanning tree of $G\left[v_{0}, \cdots, v_{i}\right]$, which denotes the subgraph of $G$ induced by $\left\{v_{0}, \cdots, v_{i}\right\}$. Intuitively, at the phase $i$ of the execution of Protocol Cleaner, $T_{i-1}$ is a spanning tree of the clear part of the graph. It is used to allow the searchers to move in the clear part, performing a DFS of $T_{i-1}$.

We now define a local labelling $\mathcal{L}(S)$ of the vertices of $G$. Again, this labelling depends on the strategy $S$ that is considered. Let $v \in V(G)$. The label of a vertex $v$ consists of the following local variables: a boolean $\mathrm{TYPE}_{v}$, four integers $\mathrm{TCU}_{v}$, $\mathrm{TTL}_{v}$, LASTPORT $_{v}$, PARENT $_{v}$ and a list CHILD ${ }_{v}$ of ordered pairs of integers. The index will be omitted whenever this omission does not cause any confusion. Intuitively, $\operatorname{PARENT}_{v}$ and $\operatorname{CHILD}_{v}$ enable the searchers to perform a DFS of a subtree spanning the cleared part. To avoid recontamination, the searchers must know which ports they can take or not, and the moment when such a move is possible, i.e. the phase of the protocol when a searcher can take some port. The
informations about the ports are carried by $\operatorname{PARENT}_{v}$, CHILD $_{v}$, and $\operatorname{LASTPORT}_{v}$. $\mathrm{CHILD}_{v}, \mathrm{TCU}_{v}$ and $\mathrm{TTL}_{v}$ carry information about phases. Moreover, if a searcher preserves a node from recontamination, we say that this searcher guards the node, otherwise the searcher is said free. A searcher which guards a node $v$ will leave $v$ by its largest edge. Such a move will not induce any recontamination because any other edges incident to $v$ will have been previously cleared by free searchers. For this task, we need to distinguish two types of node with TYPE ${ }_{v}$.

In the following we will say that a port number $p$ of a vertex $v$ (resp., the edge incident to $v$, corresponding to $p$ ) is labelled if either there exists $\ell \leq n-1$ such that $(p, \ell) \in \operatorname{CHILD}_{v}$, or $p=\operatorname{LASTPORT}_{v}$, or $p=\operatorname{PARENT}_{v}$. Note that an edge may have two different labels, or may be unlabelled at one of its ends, and labelled at the other, or unlabelled at both ends. Let $0 \leq i \leq n-1$ be the integer such that $v=v_{i}$. Let $e$ be the largest edge incident to $v$ that is not in $E\left(T_{n-1}\right)$, and let $f$ be the largest edge incident to $v$ that is not in $\left(T_{n-1}\right) \cup\{e\}$.
$-\operatorname{PARENT}_{v}$ is the port number of $v$ leading to parent $(v)$ through an edge of $E\left(T_{n-1}\right)$ (we set PARENT $v_{v_{0}}=-1$ ).

- CHILD $_{v}$ is a list of ordered pairs of integers. Let $1 \leq p \leq \operatorname{deg}(v)$ and $0<j \leq$ $n-1$. $(p, j) \in \operatorname{CHILD}_{v}$ if and only if $v=\operatorname{parent}\left(v_{j}\right)$ and $p$ is the port number of $v$ leading to $v_{j}$. In the following, $\operatorname{CHILD}_{v}(j)$ denotes the port number $p$ of $v$ such that $(p, j) \in \operatorname{CHILD}_{v}$.
$-\operatorname{TYPE}_{v}$ is a boolean variable. It equals 0 if the largest edge incident to $v$ belongs to $T_{n-1}$. Otherwise, the variable $\operatorname{TYPE}_{v}$ equals 1 . In the following we will say that a vertex is of type 0 (resp., type 1 ) if TYPE $_{v}=0$ (resp., $\operatorname{TYPE}_{v}=1$ ). Roughly, a vertex is of type 0 if, in $S$, the searcher cleared the last uncleared incident edge to $v$, in order to reach a new vertex which was still uncleared.
the last incident edge to reach a new vertex that was not occupied yet.
$-\operatorname{LASTPORT}_{v}=-1$ if $\operatorname{TYPE}_{v}=0$, else LASTPORT $v_{v}$ is the port number corresponding to $e$.
- $\mathrm{TCU}_{v}$ (Time to Clean Unlabelled port), represents the phase when the free searchers must clear all the unlabelled ports of $v$. Case $\operatorname{TYPE}_{v}=0$ : if $e$ does not exist, then $\mathrm{TCU}_{v}=-1$, else $\mathrm{TCU}_{v}$ is the largest $k$ such that $f_{k-1} \preceq e$. Case $\operatorname{TYPE}_{v}=1$ : if $f$ does not exist, then $\operatorname{TCU}_{v}=-1$, else $\mathrm{TCU}_{v}$ is the largest $k$ such that $f_{k-1} \preceq f$.
- $\mathrm{TTL}_{v}$ (Time To Leave), represents the phase when, a searcher that guards $v$ will leave $v$. Case $\operatorname{TYPE}_{v}=0: \mathrm{TTL}_{v}=j$ such that $v_{j}$ is the largest child of $v$. Case TYPE $v=1: \mathrm{TTL}_{v}$ is the largest $k$ such that $f_{k-1} \leq e$.

We now define the bits of advice $\mathcal{O}\left(G, v_{0}\right)$ provided by oracle $\mathcal{O}$ to $G$, using the labelling $\mathcal{L}(S)$. For any $0 \leq i \leq n-1$,
$\mathcal{O}\left(G, v_{0}\right)\left(v_{i}\right)=\left(i, n, \operatorname{TYPE}_{v_{i}}, \operatorname{PARENT}_{v_{i}}, \operatorname{LASTPORT}_{v_{i}}, \operatorname{TCU}_{v_{i}}, \operatorname{TTL}_{v_{i}}, \operatorname{CHILD}_{v_{i}}\right)$.
The following lemma follows obviously from the definition of the oracle.
Lemma 1. For any n-node graph, $\mathcal{O}$ provides $O(n \log n)$ bits of advice.

### 2.2 The Protocol Cleaner

In this section, we define a distributed protocol Cleaner using the oracle $\mathcal{O}$, that enables to clear any $n$-node synchronous network $G$ starting from the homebase $v_{0}$. Protocol Cleaner is formally described in Figures 1 and 2.

Let us roughly describe our protocol. Our searchers can be in seven different states: DFS_TEST, DFS_BACK, CLEAR_UNLABELLED, CLEAR_UNLABELLED_BACK, CLEAR, WAIT, GUARD. Initially, all searchers stand at $v_{0}$. Each of them reads $n$ on the label $\mathcal{O}\left(G, v_{0}\right)\left(v_{0}\right)$ of $v_{0}$ to initialize their counters. Then the searcher with the largest Id is elected to guard $v_{0}$ and switches to state GUARD, the other searchers become free and switch to state DFS_TEST. After the phase $1 \leq i \leq n-1$, our protocol ensures the following. (1) A subgraph $G^{\prime}$ of $G\left[v_{0}, \cdots, v_{i}\right]$ containing $T_{i}$ as a subgraph is cleared. (2) For any vertex $v$ of the border of $G^{\prime}$, i.e. $v$ is incident to an edge in $E\left(G^{\prime}\right)$ and an edge of $E(G) \backslash E\left(G^{\prime}\right)$, one searcher is guarding $v$ (in state GUARD). (3) Any other searcher is free and stand at a vertex of $G^{\prime}$.

During the first stage of the phase $i+1$, the free searchers are aiming at clearing the unlabelled edges of those vertices $v$ of $V\left(G\left[v_{0}, \cdots, v_{i}\right]\right)$ such that the largest unlabelled edge $e$ incident to $v$ satisfies $f_{i} \prec e \prec f_{i+1}$. Note that such an edge $e$ belongs to $E\left(G\left[v_{0}, \cdots, v_{i}\right]\right)$. For this purpose, any free searcher performs a DFS of $T_{i}$ thanks to the labels PARENT and CHILD. The searcher is in state DFS_TEST if it goes down in the tree, in state DFS_BACK otherwise.

During this DFS, if the searcher meets a vertex $v_{j}(j \leq i)$ labelled in such a way that $\mathrm{TCU}_{v_{j}}=i+1$ (recall that TCU means Time to Clear Unlabelled edges), then the searcher clears all unlabelled edges of $v_{j}$ and then it carries on the DFS. To clear the unlabelled edges of $v_{j}$, the searcher take successively, in the order of the port numbers, all the unlabelled ports. It takes each unlabelled port back and forth, in state CLEAR_UNLABELLED for the first direction, and CLEAR_UNLABELLED_BACK for the second direction.

Moreover, during this stage, any searcher that is guarding a vertex labelled in such a way that (TYPE $=1$ and $\operatorname{TCU}<\mathrm{TTL}=i+1$ ) is aiming at clearing, in state CLEAR, the edge corresponding to the port number LASTPORT of the considered vertex (recall that TTL means Time To Leave). Protocol Cleaner ensures that the corresponding port number corresponds to the single contaminated edge incident to the considered vertex at this stage.

Before the first round of the second stage of phase $i+1$, the two following properties are satisfied: (1) if there exists a vertex $v$ such that $v$ is labelled with (TYPE $v=0$ and $\mathrm{TTL}_{v}=i+1$ ), $f_{i+1}$ is the only contaminated edge incident to $v=\operatorname{parent}\left(v_{i+1}\right)$, and (2) for any vertex $v$ labelled in such a way that ( $\operatorname{TYPE}_{v}=1$ and $\mathrm{TCU}_{v}=\mathrm{TTL}_{v}=i+1$ ), the edge corresponding to $\operatorname{LASTPORT}_{v}$ is the only contaminated edge incident to $v$.

During the second stage of the phase $i+1$, Protocol Cleaner performs the clearing of $f_{i+1}$ (incident to parent $\left(v_{i+1}\right) \in V\left(G^{\prime}\right)$ ) and the clearing of any edge corresponding to port number $\operatorname{LASTPORT}_{v_{j}}$ of a vertex $v_{j}(j \leq i)$ labelled in such a way that $\left(\operatorname{TYPE}_{v_{j}}=1\right.$ and $\left.\operatorname{TCU}_{v_{j}}=\operatorname{TTL}_{v_{j}}=i+1\right)$. For this purpose, any free searcher performs a DFS of $T_{i}$.

Program of searcher $A$.
Initialisation: /* all searchers start at $v_{0} * /$
Read $n$ on $\mathcal{O}\left(G, v_{0}\right)$ to initialize the counter;
if $A$ is the searcher with the largest ID at $v_{0}$ then
Switch to the state GUARD;
else
At the first round on the second stage of phase 1,
Switch to the state DFS_TEST;
endif
Program of searcher $A$ at any round of stage $s \in\{0,1\}$ of phase $1 \leq i \leq n$.
/* Searcher A arrives at node $v_{j}$, coming by port number $p_{\ell}$ of $v_{j}{ }^{*} /$
(corresponding to the edge $\left\{v_{\ell}, v_{j}\right\}$ ).
Let $p_{\text {first }}$ be the smallest unlabelled port number of $v_{j}$.
$p_{\text {first }}=-1$ if there are no such edges.
Let $p_{\text {next }}$ be the smallest unlabelled port number $p$ of $v_{j}$, such that $p>p_{\ell}$.
$p_{\text {next }}=-1$ if there are no such edges.
Let $p_{\text {firstChild }}$ be the port number $p$ of $v_{j}$ such that it exists $1 \leq k \leq n-1$ with $p$ being labelled $\operatorname{CHILD}(k)$, and for any $1 \leq k^{\prime}<k$, no port numbers of $v_{j}$ are labelled $\operatorname{CHILD}\left(k^{\prime}\right) \cdot p_{\text {firstChild }}=-1$ if there are no such edges.
If $p_{\text {firstChild }} \neq-1$, let firstChild denote the corresponding neighbour of $v_{j}$.
Let $p_{\text {nextChild }}$ be the port number $p$ of $v_{j}$ such that it exists $\ell<k \leq n-1$ with $p$ being labelled $\operatorname{CHILD}(k)$, and for any $\ell \leq k^{\prime}<k$, no port numbers of $v_{j}$ are labelled $\operatorname{CHILD}\left(k^{\prime}\right)$. If $p_{\text {nextChild }} \neq-1$, nextChild denotes the corresponding neighbour of $v_{j}$.

Case:
state $=$ DFS_TEST
if $s=1$ and there is a port $p$ labelled $\operatorname{CHILD}(i)$ then
Take port $p$ in state Clear;
else if $s=0$ and TCU $=i$ then
Take port $p_{\text {first }}$ in state CLEAR_UNLABELLED;
else if $p_{\text {firstChild }} \neq-1$ and firstChild $\preceq v_{i-1}$ then
Take port $p_{\text {firstChild }}$ in state DFS_TEST;
else Take port labelled PARENT in state DFS_BACK; endif
state = CLEAR_UNLABELLED_BACK
if $p_{\text {next }} \neq-1$ then
Take port $p_{\text {next }}$ in state CLEAR_UNLABELLED;
else if $p_{\text {firstChild }} \neq-1$ and firstChild $\preceq v_{i-1}$ then
Take port $p_{\text {firstChild }}$ in state DFS_TEST;
else Take port labelled PARENT in state DFS_BACK; endif

Fig. 1. Protocol Cleaner (1/2)

```
    state = CLEAR_UNLABELLED
    Take port }\mp@subsup{p}{\ell}{}\mathrm{ in state CLEAR_UNLABELLED_BACK;
    state = DFS_BACK
    if }s=1\mathrm{ and there is a port plabelled CHILD (i) then
            Take port p in state CLEAR;
        else if }\mp@subsup{p}{\mathrm{ nextChild }}{}\not=-1\mathrm{ and nextChild }\preceq\mp@subsup{v}{i-1}{}\mathrm{ then
            Take port p}\mp@subsup{p}{\mathrm{ nextChild in state DFS_TEST;}}{
        else if PARENT }\not=-1\mathrm{ then
            Take port labelled PARENT in state DFS_BACK;
        else Take port CHILD(1) in state DFS_TEST;
        endif
    state = CLEAR
    if }\mp@subsup{v}{j}{}\prec\mp@subsup{v}{i}{}\mathrm{ or }\operatorname{deg}(\mp@subsup{v}{j}{})=1\mathrm{ then
        if j>0 then
            Take port labelled PARENT in state DFS_BACK;
            else Take port labelled CHILD(1) in state DFS_TEST;
            endif
    else Switch to the state WAIT;
    endif
/* Searcher that stands at node v}\mp@subsup{v}{j}{*/
    state = GUARD
    if TYPE = 1 then
        if TCU = TTL then
            At the first round of the second stage of phase TTL,
            Take port labelled LASTPORT in state ClEAR;
        else At the first round of the first stage of phase TTL,
            take port labelled LASTPORT in state ClEAR;
        endif
    else At the first round of the second stage of phase TTL
        take port CHILD(TTL) in state CLEAR;
    endif
    state = WAIT
    At the last round of this phase:
    if A is the searcher with the greatest ID at }\mp@subsup{v}{j}{}\mathrm{ then
        Switch to the state GUARD;
    else Take port labelled PARENT in state DFS_BACK;
    endif
end
```

Fig. 2. Protocol Cleaner (2/2)

When the searcher meets the vertex $\operatorname{parent}\left(v_{i+1}\right)$ whose a port number is labelled CHILD $(i+1)$, it takes the corresponding edge in state CLEAR. Moreover, any searcher that is guarding the vertex $\operatorname{parent}\left(v_{i+1}\right)$ also takes the edge corresponding to $\operatorname{CHILD}(i+1)$ in state CLEAR if (TTL $=i+1$ and TYPE $=0$ ). Finally, any searcher that is guarding a vertex labelled in such a way that (TYPE $=1$ and $\operatorname{TCU}=\mathrm{TTC}=i+1$ ), takes the edge corresponding to port number LASTPORT in state CLEAR. During this stage, any searcher arriving at $v_{i+1}$ waits (in state WAIT) the last round of the stage if $\operatorname{deg}\left(v_{i+1}\right)>1$, else it becomes free. During this last round, if $\operatorname{deg}\left(v_{i+1}\right)>1$, the searcher with largest Id that stands at $v_{i+1}$ is elected to guard $v_{i+1}$ while other searchers are free and take the port labelled PARENT in state DFS_BACK.

### 2.3 Proof of correctness of Protocol Cleaner

In order to prove the correctness of our protocol we need the following notations. A searcher is called free if it is not in state GUARD nor wait. For any $0 \leq i \leq n-1$, let $M_{i}=\left\{v \in V(G) \mid\right.$ for any edge $e$ incident to $\left.v, e \preceq f_{i}\right\} . M_{i} \subseteq V\left(T_{i}\right)$ is the set of the vertices whose all incident edge, but $f_{i}$, have been cleared by $S$ before the step corresponding to the clearing of $f_{i}$. Moreover, we set $M_{n}=V$. Thus, after the step corresponding to the clearing of $f_{i}$, no vertices in $M_{i}$ need to be guarded in the strategy $S$. Note that, for any $0 \leq j \leq n-1$, the set $M_{j} \backslash M_{j-1}$ is exactly the set of vertices $v$ such that TTL $=j$.

Lemma 2. Let $G$ be a connected graph and $v_{0} \in V(G)$. Let $S$ be a strategy that clears the graph $G$, starting from $v_{0}$, and using smallest number of searchers. Let $\mathcal{O}\left(G, v_{0}\right)$ be the labelling of the vertices of $G$, using $\mathcal{L}(S)$. After the last round of the phase $i \geq 1$ of the execution of Protocol Cleaner, the cleared part of the graph $G$ satisfies the following:

1. any edge in $\left\{f_{0}, \cdots, f_{i}\right\}$ is clear,
2. any edge incident to vertex in $M_{i}$ is clear,
3. there is exactly one searcher in state GUARD at any vertex of $V\left(T_{i}\right) \backslash M_{i}$,
4. any other searcher is free and stands at a vertex of $T_{i}$,
5. for any vertex $v$ with $\mathrm{TCU} \leq i$, any unlabelled edge of $v$ is clear.

The proof is by induction on $1 \leq i \leq n$. One can easily check that the case $i=1$ holds. Let us assume that the result holds for $1 \leq i \leq n-1$. We prove that it still holds after the last round of the phase $i+1$. We consider two cases according whether there is a free searcher or not. Let $\operatorname{mcs}\left(G, v_{0}\right)$ be the smallest number of searchers required to clear $G$ in a monotone connected way, and starting from $v_{0}$.

Case 1: Let us assume that no searchers are free. That is, any searcher is standing alone at a vertex of $V\left(T_{i}\right) \backslash M_{i}$ in state guard. Thus, by item 3 of the induction hypothesis, $\left|V\left(T_{i}\right) \backslash M_{i}\right|=\operatorname{mcs}\left(G, v_{0}\right)$. Let $s_{i}$ be the step of the strategy $S$ when the edge $f_{i}$ is cleared. After the step $s_{i}$, at least one searcher stands at any vertex of $V\left(T_{i}\right) \backslash M_{i}$. Since $\left|V\left(T_{i}\right) \backslash M_{i}\right|=\operatorname{mcs}\left(G, v_{0}\right)$, for any vertex $v$ of $V\left(T_{i}\right) \backslash M_{i}$, exactly one searcher stands at $v$ in the configuration
reached at step $s_{i}$ of $S$. Let $e$ be the edge cleared by $S$ at step $s_{i}+1$ by moving a searcher from the vertex $v$ along $e$. In the strategy $S, e$ is the last contaminated edge incident to $v$ at step $s_{i}$. Else, $e$ could not have been cleared since only one searcher stands at any vertex of the border of the clear part of the graph. Again, $v \in V\left(T_{i}\right) \backslash M_{i}$, thus by item 3 of the induction hypothesis, there is a searcher, say $A$, in state GUARD at vertex $v$ after the last round of the execution of phase $i$ of Protocol Cleaner. We consider two cases:
$-e=f_{i+1}$ : That is $v=\operatorname{parent}(v)$. In this case, since $e$ is the last contaminated edge, incident to $v$, that is cleared by $S$, vertex $v$ is of type 0 . Since $f_{i+1}$ is the last edge incident to $v$ that is cleared by $S, \mathrm{TCU}_{v}<i+1$ and for any $i+1<j \leq n-1, f_{j}$ is not incident to $v$. Thus, by item 5 , any unlabelled edge incident to $v$ is clear. Moreover, by item 1 , for any $0 \leq j \leq i, f_{j}$ has been cleared. Thus, after the last round of the phase $i$ of the execution of Protocol Cleaner, $e$ is the only contaminated edge that is incident to $v$. During the execution of the phase $i+1$ of Protocol Cleaner, there is only one move which is performed: searcher $A$ at $v$ clears the edge $f_{i+1}$ during the first round of the stage 2 of this phase. Since $e$ is the only contaminated edge incident to $v$, no recontamination occurs. If $\operatorname{deg}\left(v_{i+1}\right)=1, M_{i+1}=M_{i} \cup\left\{v, v_{i+1}\right\}$. In this case, $v_{i+1}$ has been cleared by Protocol Cleaner and the searcher becomes free. It is easy to check that, being free, the searcher only performs a DFS of $T_{i+1}$, and thus, it causes no recontamination. Thus, items $1,2,3$ and 4 of the lemma hold. If $\operatorname{deg}\left(v_{i+1}\right) \neq 1, M_{i+1}=M_{i} \cup\{v\}$, and at the last round of the phase $i+1$, Searcher $A$ switches in state GUARD at vertex $v_{i+1}$. Again, items $1,2,3$ and 4 of the lemma hold. Beside, since there are no edge $\ell$ with $f_{i} \prec \ell \prec f_{i+1}$, no vertices are such that TCU $=i+1$. Thus, item 5 of the lemma holds obviously.
$-e \prec f_{i+1}$ : Let $W$ be the set of the vertices of $T_{i}$ with (TYPE $=1$ and TCU $<$ $\mathrm{TTL}=i+1$ ). In this case, the vertex $v$ is of type 1 with $\mathrm{TTL}_{v}=i+1$ and $\operatorname{LASTPORT}_{v} \neq-1$ is the port number corresponding to $e$. Since there are no edge $f_{i} \prec \ell \prec e$ and $e$ is the last edge cleared by $S, \operatorname{TCU}_{v}<i+1$. Thus, $v \in W \neq \emptyset$. Let $w \in W$.
For any $i+1 \leq j \leq n-1, f_{j}$ is not incident to $w$. By item 5 , any unlabelled edge incident to $w$ is clear. By item 1 , for any $0 \leq j \leq i, f_{j}$ has been cleared. Thus, after the last round of the phase $i$ of the execution of Protocol Cleaner, there is exactly one contaminated edge that is incident to $w$ and the corresponding port number is labelled LASTPORT ${ }_{w} \neq-1$. Let $e_{w}$ be this edge. Note that $f_{i} \prec e_{w} \prec f_{i+1}$. By item 3, after the last round of phase $i$, there is a searcher $A_{w}$ in state gUARD at $w$. During the first round of the stage 1 of the phase $i+1$, searcher $A_{w}$ clears the edge $e_{w}$. No recontamination occurs since $e_{w}$ is the last contaminated edge incident to $w$. Searcher $A_{w}$ arrives in state CLEAR at a vertex $u$ of $T_{i}$. Since $f_{i} \prec e_{w}, u \notin M_{i}$. Thus, at the last round of the phase $i$, vertex $u$ was guarded by another searcher $A_{u}$ in state Guard. There are two cases to be considered:

- $u \notin W$. Searcher $A_{u}$ is still in state guard at $u$.
- $u \in W$. Hence, $e_{u}=e_{w}$. Thus, at the first round of the first stage of phase $i+1$, searcher $A_{u}$ has moved along this edge. Then, $u$ is clear.

In both cases, searcher $A_{w}$ becomes free and leaves the current node $u$ by port $\operatorname{PARENT}_{u}$ in state DFS_BACK, or by port $\operatorname{CHILD}_{u}(1)$ in state DFS_TEST if the current node is actually $v_{0}$ (i.e., if $u=v_{0}$ ). Since either $u$ is clear or $u$ is guarded, no recontamination occurs.
Let us prove that, during the remaining part of the first stage of phase $i+1$, $A_{w}$ performs a DFS of $T_{i}$. Moreover, we prove that searcher $A_{w}$ clears all unlabelled edge of vertices that satisfy TCU $=i+1$. Indeed, when searcher $A_{w}$ arrives at a vertex $u \in V\left(T_{i}\right)$, from a vertex $v \in V\left(T_{i}\right)$, in state DFS_BACK, the searcher checks whether $u$ has a smallest child $v_{t}$ such that $v \prec v_{t} \prec v_{i+1}$. If $u$ has such a child $v_{t}$, the searcher takes the corresponding edge (Note this edge is actually $f_{t}$ labelled $\left.\operatorname{CHILD}_{u}(t)\right)$ in state DFS_TEST. Else, either $u \neq v_{0}$ and the searcher takes the port $\operatorname{PARENT}_{u}$ in state DFS_BACK, or the searcher takes the port $\operatorname{CHILD}_{u}(1)$ in state DFS_TEST. On the other hand, when searcher $A_{w}$ arrives at a vertex $u \in V\left(T_{i}\right)$, from the vertex $\operatorname{parent}(u)$, in state DFS_TEST, it checks whether $u$ satisfies $\operatorname{TCU}=i+1$. If it does, searcher $A_{w}$ clears any unlabelled edge, being alternatively in states CLEAR_UNLABELLED and CLEAR_UNLABELLED_BACK.
We show that no recontamination occurs because of the moves of $A_{w}$ along $e_{u}$. Note that any unlabelled edge $e_{u}$ of such a vertex $u$ belongs to $E\left(G\left[v_{0}, \cdots, v_{i}\right]\right)$. Moreover, by item 3 of the lemma, there is a searcher in state GUARD at $u$ at this stage. Let $t$ be the other end of $e_{u}$. If $t \in M_{i} \cup W$, any edge incident to $t$ has already been cleared, thus, the moves of searcher $A_{w}$ along $e_{u}$ don't lead to recontamination. If $t \in V\left(T_{i}\right) \backslash\left(M_{i} \cup W\right)$, by item 3 , there was a searcher in state GUARD at $t$ at the end of phase $i$ and it still is in this state at $t$. Again, no recontamination occurs. Therefore, the clearing of the unlabelled edges incident to $u$ is performed without leading to recontamination. After having cleared the unlabelled edges incident to $u$, Searcher $A_{w}$ continues the DFS by checking whether $u$ has at least one child smaller than $v_{i+1}$. If it is the case, searcher $A_{w}$ takes the port corresponding to the smallest child of $u$ in state DFS_TEST. Else, Searcher $A_{w}$ takes the port $\operatorname{PARENT}_{u}$ in state DFS_BACK. During this stage, for any $u \in V\left(T_{i}\right)$, either $u \in M_{i} \cup W$ in which case $u$ is clear, or a searcher in state GUARD stands at $u$. Thus, no move of $A_{w}$ yield to recontamination.
The vertices that satisfy $\mathrm{TCU}=i+1$, are in $V\left(T_{i}\right) \backslash M_{i}$. Thus, there are at $\operatorname{most} k=\operatorname{mcs}\left(G, v_{0}\right)$ of these vertices. The first stage of phase $i+1$ consists of $O\left(n^{2}\right)$ rounds. Therefore, after the last round of this stage, all unlabelled edges incident to the vertices that satisfy $\mathrm{TCU}=i+1$ are clear.
We have proved that during the first stage of phase $i+1$, at least one searcher is become free (since $W \neq \emptyset$ ), and that any free searcher has cleared some edges. Let us consider the execution of the second stage of the phase $i+1$ of Protocol Cleaner.
Let $U$ be the set of the vertices of $T_{i}$ with (TYPE $=1$ and TCU $=i+1$ and TTL $=i+1$ ). If $U \neq \emptyset$, let $w \in U$. After the last round of phase $i$, $w$ was occupied by a searcher, say $A_{w}$, in state GUARD. During the first stage of phase $i+1$, this searcher remains in state GUARD at this vertex. We have proved above that any unlabelled edge incident to $w$ has been cleared during
the first stage of this phase. Since TTL $=i+1$, for any $i+1 \leq j \leq n-1$, $f_{j}$ is not incident to $w$. Finally, by item 1 , for any $0 \leq j \leq i, f_{j}$ has been cleared. Thus, after the last round of the first stage of the phase $i+1$, $\operatorname{LASTPORT}_{w} \neq-1$ and the corresponding edge $e_{w}$ is the last contaminated edge incident to $w$. During the first round of the second stage of the phase $i+1$, the searcher $A_{w}$ at $w$ clears the edge $e_{w}$. No recontamination occurs since $e_{w}$ is the last contaminated edge incident to $w$. Searcher $A_{w}$ arrives in state CLEAR at a vertex $u$ of $T_{i}$. Since $f_{i} \prec e_{w}, u \notin M_{i}$. Thus, at the last round of the phase $i$, vertex $u$ was guarded by another searcher $A_{u}$ in state GUARD. There are three cases to be considered:

- $u \in W$. In this case, $e_{w}$ had been cleared during the first stage of this phase. Any edge incident to $u$ had already been cleared.
- $u \in U$. Therefore, at the first round of the second stage of phase $i+1$, searcher $A_{u}$ has moved along $e_{w}=e_{u}$. Any edge incident to $u$ had already been cleared.
- $u \notin U \cup W$. Hence, searcher $A_{u}$ is still in state GUARD at $u$.

In any case, searcher $A_{w}$ becomes free and leaves the current node $u$ by port $\operatorname{PARENT}_{u}$ in state DFS_BACK, or by port $\operatorname{CHILD}_{u}(1)$ in state DFS_TEST if the current node is actually $v_{0}$. Since either $u$ is clear or $u$ is guarded, no recontamination occurs.
During the second stage of the phase $i+1$, any free searcher $A$ performs the DFS of $T_{i}$. During this stage, the free searcher is aiming at clearing $f_{i+1}$. Indeed, performing the DFS of $T_{i}, A$ eventually meets the vertex parent $\left(v_{i+1}\right)$. When searcher $A$ arrives at $\operatorname{parent}\left(v_{i+1}\right)$ in state DFS_TEST or DFS_BACK, it takes the port labelled $\operatorname{CHILD}(i+1)$ in state CLEAR, clearing the edge $f_{i+1}$. Arriving at $v_{i+1}$, either $v_{i+1}$ has degree one and thus, it is clear and the searcher leaves it through $f_{i+1}$ in state DFS_BACK, or searcher $A$ switches in state WAIT.
Finally, let us consider the vertex $w=\operatorname{parent}\left(v_{i+1}\right)$. After the last round of the first stage of phase $i+1$, there is a searcher $A$ in state GUARD at $w$ (item 3 of the lemma). If $\operatorname{TYPE}_{w}=0$ and $\mathrm{TTL}_{w}=i+1$, searcher $A$ takes the port number $\operatorname{CHILD}_{w}(i+1)$ (corresponding to the edge $f_{i+1}$ ) in state CLEAR during the first round of the second stage of phase $i+1$. Arriving at $v_{i+1}$, either $v_{i+1}$ has degree one and thus, it is clear and the searcher leaves it through $f_{i+1}$ in state DFS_BACK, or searcher $A$ switches in state wait. Again, recontamination cannot occur. If $\operatorname{TYPE}_{w}=1$ or TTL $>i+1$, searcher $A$ remains at $w$ in state gUARD.
Let $J=\left\{\operatorname{parent}\left(v_{i+1}\right)\right\}$ if $\operatorname{TYPE}_{\text {parent }\left(v_{i+1}\right)}=0$ and $\operatorname{TTL}_{\text {parent }\left(v_{i+1}\right)}=i+1$, otherwise $J=\emptyset$. Let $I=\left\{v_{i+1}\right\}$ if $\operatorname{deg}\left(v_{i+1}\right)=1$, otherwise $I=\emptyset$. By definition, $M_{i+1}=\left\{v_{j} \mid\left(\operatorname{TTL}_{v_{j}} \leq i+1\right)\right.$ or $\left(j \leq i+1\right.$ and $\left.\left.\operatorname{deg}\left(v_{j}\right)=1\right)\right\}$. It is easy to check that $M_{i+1}=M_{i} \cup W \cup U \cup I \cup J$. Then, at the last round of phase $i+1$, any edges incident to the vertices in $M_{i+1}$ are clear. Moreover, any searcher at a vertex of $T_{i} \backslash M_{i+1}$ remains in state GUARD. Beside, at the last round of phase $i+1$, all free searchers (recall that there is at least one free searcher after the first round of stage 1 of this phase) are at $v_{i+1}$ if $\operatorname{deg}\left(v_{i+1}\right)>1$. The searcher with greatest Id at $v_{i+1}$ switches in state GUARD
while the other searchers leave $v_{i+1}$ through $f_{i+1}$ in state DFS_BACK. Thus, any item of the lemma holds.
Moreover, we have proved that during the phase $i+1$, recontamination never occurs.

Case 2: Let us assume that there is at least one free searcher. The proof is similar to the second case of Case 1.

To conclude the proof of Theorem 1, it is sufficient to notice that after the last round of the phase $n$, any vertex of $M_{n}$ has all its incident edges clear. Moreover we have proved that the clearing of $G$ is performed in monotone connected way.

## 3 Lower Bound

In this section, we show that the upper bound proved in the previous section is almost optimal. More precisely, we prove that:

Theorem 2. The search problem cannot be solved using only o( $n \log n)$ bits of advice.

To prove the theorem, we build a $4 n+4$-node graph $\mathcal{G}_{n}$. Then, we prove that any distributed protocol requires $\Omega(n \log n)$ bits of advice to clear $\mathcal{G}_{n}$ in a monotone connected way starting from $v_{0} \in V\left(\mathcal{G}_{n}\right)$, and using the fewest number of searchers.

Let $n \geq 4$. Let $t=2 n+7$. Let $P=\left\{v_{1}, \cdots, v_{t}\right\}$ be a path and let $K_{n-2}$, resp. $K_{n}$, be a $(n-2)$-clique, resp. a $n$-clique. We obtain the graph $\mathcal{G}_{n}$ by adding all edges between $v_{i}$ and the vertices of $K_{n-2}$, for any $1 \leq i \leq t$. Then, let the node $v_{t}$ coincide with a vertex of $K_{n}$. Finally, let us choose one vertex of $K_{n-2}$ and denote it by $v_{0}$.

We now enumerate some technical lemmas that describe how any search strategy clears $\mathcal{G}_{n}$ using the fewest number of searchers.

Lemma 3. The smallest number of searchers sufficient to clear $\mathcal{G}_{n}$ is $n$.
Proof. Since $\mathcal{G}_{n}$ admits $K_{n}$ as a minor, we get the smallest number of searcher required to clear $\mathcal{G}_{n}$ is at least $n$. We now describe a strategy that clears $\mathcal{G}_{n}$ using $n$ searchers. Starting from $v_{0}$, move one searcher to guard any vertex of $K_{n-2}$. Use the two remaining searchers to clear any edge of $E\left(K_{n-2}\right)$. Then, move one remaining searcher to $v_{1}$. The second remaining searcher clears any edge between $v_{1}$ and $K_{n-2}$. Then, the searcher at $v_{1}$ move to $v_{2}$ and the second remaining searcher clears any edge between $v_{2}$ and $K_{n-2}$. And so on, until any vertex of $P$ has been cleared. At this step, there are one searcher at any vertex of $K_{n-2}$ and one searcher at $v_{t}$. Finally, let us use all the searchers to clear $K_{n}$.

Lemma 4. For any optimal search strategy that clears $\mathcal{G}_{n}$, the last vertex of $\mathcal{G}_{n}$ to have all its incident edges clear belongs to $V\left(K_{n}\right)$.

Proof. During the clearing of $K_{n}$, the $n$ searchers must stand at vertices of $K_{n}$. Thus, $v_{0}$ is not occupied by a searcher anymore. To avoid recontamination, any vertex of $P$ and $K_{n-2}$ must have all its incident edges clear.

Lemma 5. For any optimal search strategy that clears $\mathcal{G}_{n}$, the first vertex of $\mathcal{G}_{n}$ to have all its incident edges clear is $v_{1}$ or $v_{2}$. Moreover, at this step, any vertex of $K_{n-2}$ is occupied by a searcher, and no vertices of $\left\{v_{4}, \cdots, v_{t}\right\}$ have been occupied.

Proof. Let $u$ be the first vertex of $\mathcal{G}_{n}$ to have all its incident edges to be cleared. Let $s$ be the first step such that, after this step, $u$ has all its incident edges clear. After step $s$, there must be one searcher at any neighbour of $u$. Moreover, after this step $s$, there must be one searcher at any vertex of a path between $u$ and $v_{0}$. Therefore, $u \in V(P)$. Let $1 \leq j \leq t$ such that $u=v_{j}$. For purpose of contradiction, let us assume that $j \geq 3$. After the step $s$, there are one searcher at any vertex of any vertex of $K_{n-2}$, and at $v_{j-1}$ and $v_{j+1}$. Note that at this step, $v_{j-2}$ and $v_{j+2}$ have all their incident edges that are contaminated. Then, the only thing that the searcher at $v_{j-1}$ (resp., at $v_{j+1}$ ) may do is to move to $v_{j-2}$ (resp., to $v_{j+2}$ ). Then, the strategy reaches a situation where any searcher stands at a vertex with at least two contaminated incident edges. Thus, the strategy fails and we get a contradiction. Therefore, $u \in\left\{v_{1}, v_{2}\right\}$. If $u=v_{2}$, at the step when all its edges are clear, the searchers are occupying the vertices of $K_{n-2}, v_{1}$ and $v_{3}$. Thus, in this case, the lemma holds. If $u=v_{1}$, at the step when all its edges are clear, the searchers are occupying the vertices of $K_{n-2}$ and $v_{2}$. For purpose of contradiction, let us assume that the remaining searcher is occupying $v_{j}$, with $j>3$. In that case, the searcher at $v_{2}$ may move at $v_{3}$, and then, the strategy fails because any searcher stands at a vertex with more than one contaminated incident edge. Thus, if $u=v_{1}$, the lemma holds as well.

Lemma 6. Let $S$ be an optimal connected search strategy that clears $\mathcal{G}_{n}$ starting from $v_{0}$. For any $5 \leq i \leq t-2$, at the first step of $S$ when a searcher reaches $v_{i}$, the following is satisfied:

- any vertex in $V\left(K_{n}\right) \cup\left\{v_{i+1}, \cdots, v_{t}\right\}$ has all its incident edges contaminated;
- there is one searcher at any vertex of $K_{n-2}$;
- any vertex in $\left\{v_{1}, \cdots, v_{i-2}\right\}$ has all its incident edges clear;
- either $v_{i-1}$ has all its incident edges clear, or there is a searcher at $v_{i-1}$ and $v_{i-1}$ has only one incident edge that is still contaminated. In the latter case, the next move consists in moving a searcher along the last contaminated edge incident to $v_{i-1}$.

Proof. Let $s$ be the first step of the strategy such that, after this step, a searcher is occupying $v_{i}$. Let us consider the situation just before this step. Since $i \geq 5$, by Lemma 5 , just before step $s, v_{1}$ or $v_{2}$ has all its incident edges clear, and there are one searcher at any vertex from $K_{n-2}$ to preserve them from recontamination. Moreover, there is a vertex on the path between $v_{1}$ and $v_{i}$ in $P$, that is occupied by a searcher for preserving $v_{1}$ or $v_{2}$ from recontamination. Let $j, 1<j<i$, be the minimum index such that a searcher is standing at $v_{j}$. Note that, for any $k$, $1 \leq k<j, v_{k}$ has all its incident edge clear.

First, let us show that for any $\ell>i, v_{\ell}$ is not occupied before step $s$. For purpose of contradiction, let us assume $v_{\ell}$ is occupied. Since $v_{i}$ has all its incident edges contaminated, for any $k, j<k<\ell, v_{k}$ has all its incident edges
contaminated. By Lemma 4 a vertex of $K_{n}$ has at least one contaminated incident edge. Thus, for any $k, \ell<k \leq t, v_{k}$ has all its incident edges contaminated, since there are no searchers on the path between $v_{k}$ and $K_{n}$. Thus, there exits $k \neq i$ such that $v_{k}$ has all its incident edges contaminated. Thus, the searchers at $K_{n-2}$ cannot move, because they preserve recontamination from $v_{i}$ and $v_{k}$. The searcher at $v_{\ell}$ cannot move because it preserves recontamination from $v_{i}$ and $K_{n}$. The searcher at $v_{j}$ may move at $v_{j+1}$, but then could not move anymore. Then the strategy fails, a contradiction. This proves the first item of the lemma.

Thus, before step $s$, there are one searcher at any vertex of $K_{n-2}$. These searchers preserve recontamination from $v_{i}$ and $v_{t}$. Therefore, they cannot move. This proves the second item of the lemma.

According to the first item of the lemma, $v_{i-1}$ has been reached before $v_{i}$. Since the strategy is monotone, just before the step $s$, a searcher is occupying $v_{i-1}$. Two cases must be considered:

- If $s$ consists in moving a searcher occupying $v_{i-1}$ along the edge $\left\{v_{i-1}, v_{i}\right\}$, the monotonicity of the strategy implies that either all edges incident to $v_{i-1}$ are clear, or just before step $s$ two searchers were occupying $v_{i-1}$. In the first case, the lemma is valid. Thus, let us assume that at least one edge incident to $v_{i-1}$ is still contaminated after step $s$. Since $i \leq t-2$, any vertex in $V\left(K_{n-2}\right) \cup\left\{v_{i}\right\}$ is occupied by a searcher, and incident to at least two contaminated edges: all edges incident to $v_{i+1}$ and $v_{i+2}$ are contaminated. If more than one edge incident to $v_{i-1}$ is contaminated, the strategy fails. Therefore, at most one edge incident to $v_{i-1}$ is contaminated, and the single possible move consists in moving the searcher at $v_{i-1}$ along this edge.
- Else, the step $s$ consists in moving a searcher along an edge between a vertex $u$ of $K_{n-2}$ and $v_{i}$. Since $i \leq t-2$, there must be two searchers at $u$ just before step $s$. Again, just after step $s$, any vertex in $V\left(K_{n-2}\right) \cup\left\{v_{i}\right\}$ is occupied by a searcher, and incident to at least two contaminated edges: all edges incident to $v_{i+1}$ and $v_{i+2}$ are contaminated. Moreover, a searcher is occupying $v_{i-1}$ and $\left\{v_{i-1}, v_{i}\right\}$ is contaminated. If another edge incident to $v_{i-1}$ is contaminated, the strategy fails. Hence, at most one edge incident to $v_{i-1}$ is contaminated, and the single possible move consists in moving the searcher at $v_{i-1}$ along this edge.

This concludes the proof of the lemma.
A local orientation of a graph is a mapping from the incidence of the graph (between a vertex and an edge) into the port number of the graph. An instance of the problem consists of a graph, a vertex of this graph (the homebase) and a local orientation for this graph. Let $\mathcal{C}$ be the set of the following instances $\left\{\left(\mathcal{G}, v_{0}, \ell o\right) \mid\right.$ 勿 is a local orientation of $\left.\mathcal{G}\right\}$. Let $\mathcal{I}=|\mathcal{C}|$. The following lemma proves that any distributed protocol, using an arbitrary string of bits of advice, can clear only some amount of the instances of $\mathcal{C}$.

Lemma 7. Let $\mathcal{P}$ be a distributed protocol for solving the search problem. Let $f$ be a binary string of bits of advice provided by an oracle. Using $f, \mathcal{P}$ can clear at most $\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$ instances of $\mathcal{C}$.

Proof. Let $\mathcal{I}_{k, j}$ be the number of instances such that $(\mathcal{P}, f)$ allows to a searcher to clear $j$ edges between $v_{k}$ and $K_{n-2}$. We prove that, for $5 \leq k \leq n+5$ and any $1 \leq j \leq n-3, \mathcal{I}_{k, j} \leq \mathcal{I}_{k, j-1} \frac{n-j-1}{n-j}$.

Let us consider the last step such that exactly $0 \leq j \leq n-3$ edges between $v_{k}$ and $K_{n-2}$ are clear. By the lemma above, at this step, there is a searcher at $v_{k}$ and a searcher at any vertex of $K_{n-2}$. Moreover, the remaining searcher cannot move to a vertex of $\left\{v_{k+1}, \cdots, v_{t}\right\}$. Let $v$ be the vertex where this searcher stands. Using $f$, protocol $\mathcal{P}$ chooses a port number $p$ that the remaining searcher must take. There are two cases according whether the remaining searcher stands at $v_{k}$ or at a vertex of $K_{n-2}$.

- If the remaining searcher stands at $v_{k}$, it remains $n-j-1$ contaminated edges incident to this vertex and the strategy fails if $p$ leads to $v_{k+1}$. Thus, the strategy fails in at least $\mathcal{I}_{k, j} \frac{1}{n-j-1}$ instances. Therefore, $\mathcal{I}_{k, j+1} \leq \mathcal{I}_{k, j} \frac{n-j-2}{n-j-1}$.
- If the remaining searcher stands at a vertex of $K_{n-2}$, it remains at most $n-$ $3+t-k+1$ contaminated edges incident to this vertex and the strategy fails if $p$ leads to one vertex in $\left\{v_{k+1}, \cdots, v_{t}\right\}$. Thus, the strategy fails in at least $\mathcal{I}_{k, j-1}\left(\frac{t-k}{n-3+t-k+1}\right)$ instances. Hence, $\mathcal{I}_{k, j} \leq \mathcal{I}_{k, j-1} \frac{n-2}{t+n-2-k}$. To conclude, it is sufficient to remark that, since $n \geq 4, t=2 n+7,1 \leq j \leq n-3$ and $5 \leq k \leq n-5$, we have $\frac{n-2}{t+n-2-k} \leq \frac{n-2}{2 n}$ and $\frac{n-j-2}{n-j-1} \geq \frac{n-3}{2}$. Thus, $\frac{n-2}{t+n-2-k} \leq \frac{n-j-2}{n-j-1}$.
Hence, $\mathcal{I}_{k, n-2} \leq \mathcal{I}_{k-1, n-2} \prod_{j=1 . . n-3}\left(\frac{n-j-2}{n-j-1}\right)=\mathcal{I}_{k-1, n-2}\left(\frac{1}{n-2}\right)$. Using $f, \mathcal{P}$ can clear at most $\mathcal{I}_{n-5, n-2} \leq \mathcal{I}_{5, n-2}\left(\frac{1}{n-2}\right)^{n}$. Since, $\mathcal{I}_{5, n-2} \leq \mathcal{I}$, the lemma holds.
Proof. of Theorem 2. Let $N=|V(\mathcal{G})|=4 n+4$. To prove the theorem, it is sufficient to prove that for any $\alpha<1 / 4$, and for any oracle that provides less than $q=\alpha N \log N$ bits of advice, no distributed protocol using $\mathcal{O}$ permit to clear all instances of $\mathcal{C}$. Let $\mathcal{O}$ be such an oracle. The number of functions $f$ that the oracle $\mathcal{O}$ can output for $\mathcal{G}_{n}$ is at most $(q+1) 2^{q}\binom{N+q}{N}$ [12]. Thus, there exists a set $\mathcal{S} \subseteq \mathcal{C}$ of at least $B=\frac{\mathcal{I}}{(q+1) 2^{q}\binom{N+q}{N}}$ instances of $\mathcal{C}$ for which $\mathcal{O}$ returns the same string of bits of advice.

Let $\mathcal{P}$ be a distributed protocol that uses the oracle $\mathcal{O}$ for solving the search problem. By Lemma $7, \mathcal{P}$ cannot clear more than $\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$ instances of $\mathcal{C}$ using the same string of bits of advice.

To conclude, it remains to prove that $B>\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$. Indeed,

$$
B *\left(\frac{(n-2)^{n}}{\mathcal{I}}\right)=\frac{(n-2)^{n}}{(q+1) 2^{q}\binom{N+q}{N}}
$$

Using the Stirling formula we get that for $n$ large enough,

$$
B *\left(\frac{(n-2)^{n}}{\mathcal{I}}\right) \sim \frac{(n-2)^{n}}{2^{\alpha N \log N}(1+\alpha \log N)^{N}} *\left(\frac{\alpha \log N}{1+\alpha \log N}\right)^{\alpha N \log N}
$$

Since $N=4 n+4$, we obtain:

$$
\log \left[B *\left(\frac{(n-2)^{n}}{\mathcal{I}}\right)\right] \sim(1-4 \alpha) n \log n
$$

Since $\alpha<1 / 4$, we get that $B>\mathcal{I} *\left(\frac{1}{n-2}\right)^{n}$. Thus, the result holds.
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